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Abstract- Various approaches from different fields have 

been proposed to improve the security of computer 

system. One such approach is Intrusion detection system 

monitors computer system in real-time for activities 

indicating attempted or actual access by unauthorized 

users. To build an effective intrusion detection system 

many techniques are available which gathers and analyze 

information from different areas within a computer 

system or network and identify various security threats, 

including both intrusions anomaly i.e. attacks from outside 

the organization and misuse i.e. attacks from within the 

organization. Artificial Immune System (AIS) which is 

inspired by the robust and flexible nature of Human 

Immune System (HIS) can be incorporated in current 

Intrusion Detection Systems (IDS) thereby improving their 

efficiency and performance. This paper gives a review of 

various artificial immune system approaches that can be 

used for the development of an Intrusion Detection 

System. 
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I. INTRODUCTION 

Anomaly-based intrusion detection systems (IDS) have been 

broadly researched as defensive techniques to address the 

detection of unknown or zero-day attacks. Unlike misuse-

based or signature based types of IDS, which take advantage 

of the predetermined signature of known attacks, anomaly 

based IDS deals with the detection of new types of attack that 

are unknown to the system. This process is done by detecting 
variation in the systems' behavior from a previously defined 

normal system profile. However, it is subject to false alarms 

as a result of the difficulty in defining the normal state during 

training. An increasing detection rate with fewer false alarms 

became an important challenge in the design of anomaly-

based IDS.  

The artificial immune system (AIS) comprises promising 

techniques in the form of biologically inspired computing that 

is applied to solving various problems in the information 

security field. The AIS is inspired by the human immune 

system (HIS), which has the ability to distinguish internal 

cells and molecules of the body from foreign pathogens, so 

called self and non-self respectively, and protects the body 

against diseases [1].  

 
In the human body the HIS mainly does this without any prior 

knowledge of attacking pathogens and their structure. As self 

and non-self-discrimination is a significant attribute in the 

AIS, it is proposed that it is utilized in designing efficient 

anomaly-based IDS [2]–[4]. The AIS suggests a multi-layered 

protection structure for protecting computer networks against 

attack, like HIS protection against foreign pathogens in the 

human body [5]. This protection is accomplished through 

Innate or Adaptive mechanisms. Innate immunity is 

immediate; it is the first line of defense for the HIS and 

provides non-specific protection. Therefore, it has no prior 

knowledge of specific outsiders. The adaptive immune 
response, on the other hand, is antigen-specific and is trained 

using a pre-defined profile of specific attacks [6]. Adaptive 

immunity also includes a “memory” that makes future 

responses against a specific antigen more efficient [7]. 

 

Like other abnormality based discovery procedures, the AIS 

additionally exploit checking varieties of the framework's 

conduct as indicated by a pre-characterized typical movement 

profile as a versatile invulnerable system. This is done through 

a learning deliberately ease in which an informational index 

containing these profiles is used for this reason. Thus, the 
productivity of peculiarity location in the AIS is profoundly 

reliant on the learning informational index. Significant 

examination has been directed such a long ways in the 
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improvement and use of AIS-based IDS, most of which have 

used a pre-characterized and disconnected informational 

collection as learning information for preparing the IDS. This 

will decrease the proficiency of the IDS by restricting its 

knowledgebase to that specific learning informational 
collection. Additionally, it is amazingly hard to make an 

informational collection of self-tests with all varieties. To 

adapt to this issue, in this paper we have proposed an inborn 

insusceptible component by involving solo learning strategies 

as the principal line of safeguard in AIS based IDS. The 

inborn resistant framework in our proposed design gives on 

the web and dynamic order of organization streams to self and 

non-self, which is then utilized by the versatile insusceptible 

framework to create assault explicit locators. 
 

II. LITERATURE REVIEW 

Inadyuti Dutt et al. [1], this paper investigates the 

immunological model and carries out it in the space of 

interruption recognition on PC organizations. The principle 

objective of the paper is to screen, log the organization traffic 

and apply location calculations for identifying interruptions 

inside the organization. The proposed model copies the 

normal Immune System (IS) by considering both of its layers, 
natural safe framework and versatile resistant framework 

individually. The current work proposes Statistical Modeling 

based Anomaly Detection (SMAD) as the primary layer of 

Intrusion Detection System (IDS). It functions as the Innate 

Immune System (IIS) point of interaction and catches the 

underlying traffic of an organization to discover the direct 

weakness. The subsequent layer, Adaptive Immune-based 

Anomaly Detection (AIAD) has been considered for deciding 

the elements of the dubious organization bundles for 

discovery of peculiarity. The SMAD model yields as high as 

96.04% genuine positive rate and around 97% genuine 
positive rate utilizing continuous traffic and standard 

informational indexes. Exceptionally dubious traffic 

recognized in the SMAD model is additionally tried for 

weakness in the AIAD model. Results show huge genuine 

positive rate, closer to practically almost 100% of precisely 

recognizing the document based and client based irregularities 

for both the ongoing traffic and standard informational 

indexes. 
 

W. Wang et al. [2], the advancement of an abnormality based 

interruption recognition framework (IDS) is an essential 

examination course in the field of interruption identification. 
An IDS learns ordinary and peculiar conduct by dissecting 

network traffic and can distinguish obscure and new assaults. 

Nonetheless, the presentation of an IDS is exceptionally 

reliant upon highlight plan, and planning a list of capabilities 

that can precisely describe network traffic is as yet a 

continuous examination issue. Irregularity based IDSs 

likewise have the issue of a high bogus alert rate (FAR), 

which genuinely limits their useful applications. In this paper, 
we propose a clever IDS called the progressive spatial-worldly 

highlights based interruption location framework (HAST-

IDS), which initially learns the low-level spatial elements of 

organization traffic utilizing profound convolutional neural 

organizations (CNNs) and afterward learns undeniable level 

transient elements utilizing long momentary memory 

organizations. The whole course of component learning is 

finished by the profound neural organizations consequently; 

no element designing methods are required. The naturally 

scholarly traffic includes viably lessen the FAR. The standard 

DARPA1998 and ISCX2012 informational collections are 

utilized to assess the presentation of the proposed framework. 
The test results show that the HAST-IDS beats other 

distributed methodologies as far as precision, discovery rate, 

and FAR, which effectively exhibits its adequacy in both 

element learning and FAR decrease. 

 

M. H. Ali et al. [3], administered interruption identification 

framework is a framework that has the ability of gaining from 

models about the past assaults to identify new assaults. 

Utilizing fake neural organization (ANN)- based interruption 

location is promising for decreasing the quantity of bogus 

negative or bogus up-sides, on the grounds that ANN has the 
capacity of gaining from real models. In this paper, a created 

learning model for quick learning organization (FLN) in light 

of molecule swarm streamlining (PSO) has been proposed and 

named as PSO-FLN. The model has been applied to the issue 

of interruption discovery and approved in light of the popular 

dataset KDD99. Our created model has been analyzed against 

a wide scope of meta-heuristic calculations for preparing 

outrageous learning machine and FLN classifier. PSO-FLN 

has beated other learning approaches in the testing exactness 

of the learning. 

 

L. Ma et al. [4], a superior Dynamic Clonal Selection 
Algorithm (IDCSA) is proposed in this paper which is utilized 

in appropriated network interruption recognition framework 

(NIDS). It expects to further develop the identifier's capacity 

to perceive both the known and obscure interruptions by 

utilizing the techniques of setting up rules of master 

information, programmed advancement of genetic stocks, and 

streamlining of finder age process. The exploratory outcomes 

show that the proposed IDCSA can decrease FP (bogus 

positive) and further develop TP (genuine positive), viably 
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further develop the identification execution and flexibility of 

the framework. 

 

C. Yin et al. [5], counterfeit invulnerable framework builds a 

dynamic and versatile data guard framework through a 
capacity like the organic resistant framework. To oppose the 

outside attack of pointless and unsafe data and guarantee the 

adequacy and the innocuousness of gotten data. Because of 

the low precision and the high bogus positive pace of the 

current clonal determination calculations applied to 

interruption recognition, in this paper, we propose a superior 

clonal choice calculation. The better strategy identifies the 

interruption conduct by choosing the best individual generally 

and cloning them. Trial results show that the better calculation 

accomplishes excellent execution when applied to interruption 

recognition. What's more it is shown that the calculation is 

superior to BP neural organization with its 99.5 % precision 
and 0.1 % bogus positive rate. 

 

C. Yin et al. [6], interruption location assumes a significant 

part in guaranteeing data security, and the key innovation is to 

precisely recognize different assaults in the organization. In 

this paper, we investigate how to show an interruption 

recognition framework in view of profound learning, and we 

propose a profound learning approach for interruption 

discovery utilizing repetitive neural organizations (RNN-IDS). 

Additionally, we concentrate on the exhibition of the model in 

parallel arrangement and multiclass grouping, and the quantity 
of neurons and different learning rate impacts on the 

presentation of the proposed model. We contrast it and those 

of J48, counterfeit neural organization, arbitrary backwoods, 

support vector machine, and other AI techniques proposed by 

past scientists on the benchmark informational index. The test 

results show that RNN-IDS is truly appropriate for 

demonstrating a characterization model with high exactness 

and that its exhibition is better than that of customary AI 

grouping techniques in both twofold and multiclass order. The 

RNN-IDS model works on the precision of the interruption 

location and gives another examination strategy to 

interruption discovery. 
 

S. J. Xu et al. [7], another organization interruption location 

model in light of resistant multi-specialist hypothesis is set up 

and the idea of multi-specialists is progressed to understand 

the legitimate design and running component of safe multi-

specialist just as staggered and disseminated identification 

instrument against network interruption, utilizing the 

versatility, variety and memory properties of fake 

insusceptible calculation and brushing the power and 

dispersed person of multi-specialists framework structure. The 

examination results reason that this framework is functioning 

admirably in network security discovery. 

 

W. M. Alshara et al. [8], in the space of PC security, 

Intrusion Detection (ID) is an instrument that endeavors to 
find strange admittance to PCs by investigating different 

collaborations. There is a ton of writing about ID, however 

this concentrate on just studies the methodologies in light of 

Artificial Immune System (AIS). The utilization of AIS in ID 

is an engaging idea in current methods. This paper sums up 

AIS based ID strategies from another view point; also, a 

structure is proposed for the plan of AIS based ID Systems 

(IDSs). This structure is broke down and talked about in view 

of three center perspectives: immunizer/antigen encoding, age 

calculation, and advancement mode. Then, at that point, we 

examine the generally utilized calculations, their execution 

qualities, and the advancement of IDSs into this structure. At 
last, a portion of things to come difficulties in this space are 

likewise featured. 

 

III. PROBLEM FORMULATION 

Following are the problems which are to be considering as 

identify from the base paper [1]: 

 

1. The number of accuracy and false-positives are quite high 

in some specific cases, which can be further reduced. 

2. To increase the complexity in the case of high 
dimensional data. 

3. Immune memory refers to a secondary response, meaning 

a similar and more rapid response is elicited should the 

same attack occur again, irrespective of the time between 

the attacks.  

4. Features to identify the texture and amplify the difference 

between true/fake frame blocks, which can be further 

increased. 

5. Algorithms for Immune System based Intrusion Detection 

System has much to be researched. 

 

IV. INTRUSION DETECTION SYSTEM 

IDS detect malicious activity in computer systems and 

perform forensics after the attack is complete. Check network 

resources to detect intrusions and attacks that have not been 

blocked by preventive techniques (firewall, router packet 

filtering, and proxy server). Intrusion is an attempt to 

compromise the confidentiality, integrity or availability of a 

system. Intrusion detection systems can be regarded as a 

rough analogy with true intruder detectors. Misuse based IDS 

(as shown in Figure 1) is designed to detect violations of 
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predefined security policies. But things get complicated both 

with the introduction of possible harmful behaviors that 

cannot be predetermined [9-11]. An example would be a 

developer in a company that transfers large amounts of data in 

a short period of time. This may be a potential data leakage 
problem, but it may not be detected by the admittance policy 

because it is allowed to transfer files [12]. For this specific 

reason, the detection of statistical anomalies has been 

introduced, in which a profile of a user or a system is created 

and deviations from the profile are reported. While both kinds 

of systems are independently useful, a hybrid of the two can 

reduce but not eliminate the individual disadvantages. An 

important factor that defines the kind of implementation 

inherited from IDS is the source of audit data. The two 

primary sources are host-based protocols used by host-based 

IDSs and data packets that exist on a network that are 

exploited by network IDSs. Host protocols can be kernel logs, 
application logs, or device-related logs [11]. 

 

 
Fig. 1: Intrusion Detection System [11] 

 

There are several problems with IDS based on host and 

network IDS. They include:  
 

 Heterogeneous operating systems make the enumeration of 

system-specific detection parameters extremely long for any 

system.  

 Increasing the number of critical nodes in the network 

increases performance.  

 Performance degradation in the host system due to 

additional security activities, such as B. Registration.  

 Difficulty in detecting attacks at the network level.  

 Host with insufficient computing power to offer a complete 

host-based IDS.  
 

In contrast, network-based intrusion detection systems can 

have a central system with a network connection to passively 
monitor network traffic. They have no impact on system 

performance and can easily detect network-level attacks when 

installed at the edge of the network. Network-based ID 

implementation is too simple [13]. Host based IDs in a critical 

performance-sensitive host network must be carefully selected 

so as not to unduly restrict the performance of each system 

[26][27][28]. 
 

V. NEURAL NETWORK 

The human brain consists of approximately 1011 highly 

connected elements which are called neurons.  
 

Table 1: Artificial Neural Networks and Biological Neural 

Networks 

Biological Neural Networks Artificial Neural Network 

It works on serial processing. 

Processing of instructions and 

problem rules takes place at 

one time 

It works on parallel 

processing that means 

various processes work at 

the same time in parallel 

The functionality of these 

networks based on rule based 

approach like if & else rules 

Their functionality depends 

on learning algorithms 

Dendrites Weighted inputs 

Cell body Artificial neurons 

Axon Outputs 

These neurons have mainly 3 components: Dendrites, Cell 

body, and Axon. Dendrites are tree-like structures that carry 

electrical signals to the cell body. The cell body then sums and 

thresholds these signals. Axon is a single long fiber which 

transfers the signal from one cell body to another.  The point 

of contact of an axon of a cell and a dendrite of another cell is 
called synapse. Artificial Neural Network (ANN) is somehow 

based on this neural network structure of the human brain [11, 

14]. They are not entirely the same but have some similarities 

with each other. ANN is formed by artificial neurons which 

are in turn having the same functionality as biological 

neurons. 

Table 1 shows the difference and similarities between 

Artificial Neural Networks and Biological Neural Networks. 

Fig. 2 shows the structure of biological neurons and basic 

terminologies attached with it and Fig. 3 shows the artificial 

neuron and its basic functions and parts. 
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Fig. 2: Biological Neuron [12] 

 
 

 
 

Fig. 3: Artificial Neuron [13] 

 
In the artificial neural networks, the information comes into 

the body through inputs which have some weights associated 
with them. ANN is also called a weighted directed graph in 

which artificial act as nodes. Each input is multiplied with the 

weight associated with it. Weights are the processed form of 

data that work as a strength to solve the particular problem in 

the neural network [15]. The body of artificial neuron sums 

the weighted inputs and if it is zero, then bias values are added 

to make it non-zero and then, processes the sum with a 

transfer function. An activation function linear or non-linear is 

set to transfer function to limit the responses arrive at the 

desired output point. In the end, the processed information is 

then transferred through output [16, 17]. The neural network 
is robust and has fault tolerance property. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

Fig. 4: Types of Artificial Neural Network 

 
Types of Artificial Neural Networks: - ANNs can be of 

many types depending upon the various parameters like 

connection patterns, hidden layers, weights, and memory 

units. Figure 4 shows the various types of ANNs depending 
on which we have different architectures of ANNs. 

 

Their brief introductions are as follows [16, 18]:  

Single Layer Perceptron Neural Network: The feed-forward 

connection of one input layer to one output layer is known as 

the single-layer perceptron neural network. In this type of 

network, there is no feed-back connection of neurons. 

 
Multi-layer Perceptron Neural Network: The feed-forward 

connection of one input layer, one output layer, and one or 

more hidden layers is known as multi-layer perceptron neural 

network [19]. In this type of network, there is no feed-back 
connection of neurons.[20][21][22]  

Layer Recurrent Neural Network: A network that has at least 

one backward connection is known as the recurrent neural 

network[23][24][25] 
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VI. CONCLUSION 

The various IDS tools developed till now were constraint to 

the detection of known intrusions and most of them suffer 

from the accuracy of the attack. The inability of the IDS 

inspired us to analyses these tools in such a manner so that we 
can overcome the accuracy of the attack. According to 

specification of various techniques we observed that by using 

concepts of artificial immune system we can even detect the 

unknown attacks. Thus it is believed that if these remarkable 

features of human immune system are applied to Intrusion 

detection Systems (IDS), then it would produce highly 

efficient and versatile Intrusion detection systems which can 

be referred as expert systems. 
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