
International Journal of Engineering Technology and Applied Science 

 (ISSN: 2395 3853), Vol. 3 Issue 8 August 2017 

Paper ID: IJETAS/August/2017/13 
 

A Survey on Pattern Based Cloud Data Mining Techniques 
 

1Archana Bande, 2Gagan Sharma, 3Sandeep Dubey  
1M-Tech Scholar, 2Head of Department, 3Assistant Professor 

123Department of CSE, RKDF University, Bhopal 
 

 
Abstract 

Cloud computing has been acknowledged in concert 

of the prevailing models for providing IT capacities. 

The computing paradigm that comes with cloud 

computing has incurred nice considerations on the 

protection of knowledge, particularly the integrity and 

confidentiality of knowledge, as cloud service 

suppliers could have complete management on the 

computing infrastructure that underpins the services. 

During this paper we would like to generalize the 

formulation of knowledge mining techniques with 

cloud computing surroundings. In data processing we 

would like to seek out helpful patterns with totally 

different methodology. The most issue with data 

processing techniques is that the area needed for the 

item set and there operations are terribly immense. If 

we have a tendency to mix data processing techniques 

with cloud computing surroundings, then we are able 

to rent the area from the cloud suppliers on demand. 

This answer will solve the matter of big area and that 

we will apply data processing techniques while not 

taking any thought of area. This paper essentially 

survey and analyze the utility for determination the on 

top of state of affairs. 

Keywords: Apriori-like, data mining, Cloud 

computing, Frequency pattern. 

 

I. INTRODUCTION 

The term “Cloud computing” define it as a system 

platform or a form of code application. First, a system 

platform suggests that, supported real time, it will 

dynamically condition, configure, re-configure and 

de-proviso a system. In a very cloud computing 

platform, server may be a physical server or a virtual 

server. High finish cloud computing typically includes 

different computation resources. 

Cloud Computing [1] [2] is a new business model. It 

distributes the computing tasks to the resource pool 

entrenched of an oversized range of computers, so a 

range of application systems will acquire computing 

power, cupboard space and a selection of code services 

on demand. The novelty of the Cloud Computing is 

that it virtually provides unlimited low-cost storage 

and computing power. This provides a platform for the 

storage and mining of mass information. Many 

approaches are often handled with high-dimensional 

and large-scale information, during which question 

process is that the bottleneck. “Algorithms for 

information discovery tasks are usually supported vary 

searches or nearest neighbor search in flat feature 

spaces” [3]. Business intelligence and information 

warehouses will hold a T or additional of information. 

Cloud computing has emerged for the later increasing 

demands of information mining. Map scale back may 

be a programming framework associate degreed an 

associated implementation designed for big 

information sets. The main points of partitioning, 

scheduling, failure handling and communication are 

hidden by Map scale back. Users merely outline map 

functions to make intermediate <key, value> tuples, 

and then scale back functions to merge the tuples for 

special process [4]. 

The basic conception of frequent pattern mining 

drawback is to get the pattern whose frequency of look 

within the info is larger than a particular threshold. 

Associate degree association rule is outlined as X=>Y, 

wherever X and Y are sets of things. The construct of 

association rule mining is to get the sets of things 

tending to come with the others within the info. The 

studies on association rule mining are often classified 

into 2 varieties; 

1) The generate-and-test [w] (Apriori like) approach 

and 

2) The frequent pattern growth approach [5] (FP-

growth-like). 

The Apriori-like ways iteratively generate candidate 

item set of size (k+ 1) from frequent item set of size k 

and scan the info repetitively to check the frequency 

of every candidate item set. Definitely, the Apriori like 

ways suffer from the massive range of candidate item 

sets, particularly once the support threshold is tiny. 

Seeable of this reason, Han et al. [5] planned a 

completely unique organization, named frequent 

pattern tree (FP-tree), during which the transactions 

are compressed, suppressed and hold on. A mining 

algorithmic program, specifically FP-growth was 

conjointly planned for locating the frequent patterns 

from the FP- tree. FP-growth wants solely 2 scans on 

physical databases and so features a nice improvement 

on the execution time. 

In this paper we tend to discuss many technical 

problems associated with security concern. We offer 

here a summary of corporal punishment 

Data mining services on grid. This paper organized as 

follows:  
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Section two introduces Cloud Computing and wish of 

Security. Section three describes concerning trusty 

computing and information sharing. Section four 

shows the Recent Scenario. Section five describes 

projected methodology. Section six describes 

challenges in cloud computing. Section seven 

describes Conclusion and future prospect. 

 

II. CLOUD COMPUTING 

Cloud computing is the delivery of execution results 

as a service rather than a product, whereby shared 

resources, software, and information  are provided to 

computers and different peripherals devices as a utility 

(like the electricity grid) over a network (typically the 

Internet). A Cloud may be a kind of parallel and 

distributed system consisting of a set of interconnected 

and virtualized (rather than actual) computers that are 

dynamically provisioned and bestowed mutually or 

additional unified computing resources supported 

service-level accord established through negotiation 

between the service supplier and customers as shown 

in Fig one. 

The raised degree of property and therefore the 

increasing quantity of information or knowledge or 

information has crystal rectifier several suppliers and 

specifically data centers to use larger infrastructures 

with dynamic load and access leveling. 

By distributing and replicating information across 

servers on demand, resource utilization has been 

considerably improved. Equally net server hosts 

replicate pictures of relevant customers UN agency 

requested a definite degree of accessibility across 

multiple servers and route requests consistent with 

traffic load. However, it absolutely was only if 

Amazon revealed these internal resources and their 

management mechanisms to be used by customers that 

the term “cloud” was in public related to such elastic 

infrastructures – particularly with “on demand” access 

to that resources in mind. Within the meanwhile, 

several suppliers have re branded their infrastructures 

to “clouds”, even supposing this had very little 

consequences on the means they provided their 

capabilities. 

 
Fig 1. Cloud Computing Environment 

.A ‘cloud’ is associate degree elastic execution 

surroundings of resources involving multiple 

stakeholders and providing a metered service at 

multiple granularities for such level of quality of 

service. In alternative words, clouds as we have a 

tendency to perceive them within the context of this 

document are primarily platforms that enable 

execution in varied forms (see below) across multiple 

resources all of that have in common that they (directly 

or indirectly) enhance resources and services with 

further capabilities associated with traceableness, snap 

and system platform freedom. 

 

III. DATA PROCESSING TECHNIQUES 

Here are many major information mining techniques 

have been developed and employed in data mining 

projects recently including association, classification, 

clustering, prediction and consecutive patterns. We’ll 

shortly examine those data processing techniques with 

example to possess an honest summary of them. 

1. Association 

Association is one amongst the most effective 

legendary data processing technique. In association, a 

pattern is discovered based on a relationship of a 

specific item on different things within the same group 

action. For instance, the association technique is 

employed in market basket analysis to identify what 

product that customers frequently purchase along. 

Supported this information businesses can have 

corresponding selling campaign to sell a lot of product 

to create more profit. 

2. Classification 

Classification could be a classic data processing 

technique supported machine learning. Essentially 

classification is employed to classify every item in a 

very set of information into one amongst predefined 

set of categories or teams. Classification methodology 

makes use of mathematical techniques like call trees, 

applied mathematics, neural network and statistics. In 

classification, we have a tendency to build the 

software package which will learn the way to classify 

the information things into teams. for instance, we are 

able to apply classification in application that “given 

all past records of staff WHO left the corporate, predict 

that current staff area unit in all probability to go away 

within the future.” in this case, we tend to divide the 

employee’s records into 2 teams that area unit “leave” 

and “stay”. And so we are able to raise our data mining 

computer code to classify the workers into each 

cluster. 

3. Clustering 

Clustering could be a data processing technique that 

creates purposeful or helpful cluster of objects that 

have similar characteristic victimization automatic 

technique. Totally different from classification, bunch 

technique additionally defines the categories and place 

objects in them, whereas in classification objects are 

appointed into predefined categories. To make the idea 
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clearer, we can take library as associate degree 

example. In a very library, books have a good vary of 

topics on the market. The challenge is method to or a 

way to keep those books in a very way that readers will 

take many books in a very specific topic while not 

problem. By victimization bunch technique, we are 

able to keep books that have some reasonably 

similarities in one cluster or one shelf and label it with 

a purposeful name. If readers wish to grab books in a 

very topic, he or she would solely visit that shelf rather 

than trying the full within the whole library. 

4. Prediction 

The prediction because it name inexplicit is one in 

every of an information mining techniques that 

discovers relationship between freelance variables and 

relationship between dependent and freelance 

variables. as an example, prediction associate degree 

lysis technique are often employed in sale to predict 

profit for the long run if we have a tendency to think 

about sale is an experimental variable, profit might be 

a variable. Then supported the historical sale and profit 

information, we are able to draw a fitted curve that's 

used for profit prediction. 

5. Sequential Patterns 

Sequential patterns analysis in one in every of data 

processing technique that seeks to find similar patterns 

in information dealing over a business amount. The 

uncover patterns area unit used for any business 

analysis to acknowledge relationships among 

information. 

 

IV. RECENT STATE OF AFFAIRS 

In 2012, Kawuu W.Lin et al. [6] projected a group of 

ways for many-task frequent pattern mining. Through 

empirical evaluations on numerous simulation 

conditions, the projected ways deliver glorious 

performance in terms of execution time. 

In 2012, principle Lai et al. [7] projected an 

information mining framework on Hadoop 

victimization the Java Persistence API (JPA) and 

MySQL Cluster. . The framework is careful within the 

implementation of a call tree algorithmic rule on 

Hadoop. We have a tendency to compare the 

information assortment algorithmic rule with Hadoop 

Map File assortment, which performs a binary search, 

in an exceedingly modest cloud surroundings. The 

results show the algorithmic rule is a lot of economical 

than naïve Map File assortment. They compare the 

JDBC and JPA implementations of the information 

mining framework. The performance shows the 

framework is economical for data processing on 

Hadoop. 

In 2013, Jiabin Deng et al. [8] propose concerning the 

employment of Power- law Distributions and 

Improved boxlike Spline Interpolation for multi-

perspective analysis of package transfer frequency. 

The tasks embrace data processing the usage patterns 

and to make a mathematical model. Through analysis 

and checks, in accordance with changes to usage 

needs, our projected ways can showing intelligence 

change the information redundancy of cloud storage. 

Thus, storage resources area unit fine-tuned and 

storage potency is greatly increased. 

In 2014, Lingjuan Li et al. [9] projected a method of 

mining association rules in cloud computing 

surroundings is concentrated on. Firstly, cloud 

computing, Hadoop, MapReduce programming 

model, Apriori algorithmic rule and parallel 

association rule mining algorithmic rule area unit 

introduced. Then, a parallel association rule mining 

strategy adapting to the cloud. 

Computing surroundings is intended. It includes 

information set division technique, information set 

allocation technique, improved Apriori algorithmic 

rule, and also the implementation procedure of the 

improved Apriori algorithmic rule on Map cut back. 

Finally, the Hadoop platform is constructed and also 

the experiment for testing performance of the strategy 

similarly because the improved algorithmic rule has 

been done. 

In 2015, T.R. Gopala krishnan Nair et al. [10] presents 

a particular technique of implementing k-means 

approach for data processing in such eventualities. 

During this approach information is geographically 

distributed in multiple regions fashioned below many 

virtual machines. The results show that graded virtual 

k-means approach is associate degree economical 

mining theme for cloud databases. 

 

V. PROJECTED METHODOLOGY 

Cloud computing is the delivery of computing as a 

service rather than a product, whereby shared 

resources, software package and knowledge area unit 

provided to computers and different devices as a utility 

(like the electricity grid) over a network. 

Data Mining (the analysis step of the data Discovery 

in Databases method, KDD), a comparatively young 

and knowledge base field of computing, is that the 

method of discovering new patterns from massive 

information sets involving ways from statistics and 

artificial intelligence however conjointly 

management. In distinction to as an example machine 

learning, the stress lies on the discovery of 

antecedently unknown patterns as opposition 

generalizing best-known patterns to new information. 

The goal of knowledge} mining is to find the hidden 

helpful information from massive databases. Mining 

frequent patterns from dealing databases is a vital 

downside in data processing field. As the size of info 

will increase, the computation time and also the 

needed memory increase severely. 
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Parallel and distributed computing techniques have 

attracted in depth attentions on the power to manage 

and figure the many quantity of information within the 

past decades. The problem of mining massive info 

launched the analysis of planning parallel and 

distributed algorithms to unravel the matter. However, 

most of the past studies didn't specialize in the many- 

task issue that is terribly vital, particularly in cloud 

computing environments. In cloud computing 

environments, application is provided as service like 

Google computer program, which means that it'll be 

employed by several users at constant time. During 

this paper, we have a tendency to propose a group of 

ways for many-task frequent pattern mining. Through 

empirical evaluations on numerous simulation 

conditions, the projected ways deliver glorious 

performance in terms of execution time. 

We want to style a cloud computing surroundings 

wherever the information sets area unit obtainable on 

demand and also the basis of the information set we 

have a tendency to apply any data processing 

techniques for locating the helpful patterns. By the 

employment of cloud computing we are able to utilize 

the Space on demand, this can be the advantage of 

cloud computing and that we conjointly apply data 

processing techniques. 

  

VI. CHALLENGES IN CLOUD COMPUTING 

To that finish, here’s a summation of 10 key things 

each creators and users of cloud computing ought to 

still bear in mind. 

1. Security 

Cloud architectures don’t mechanically grant security 

compliance for the end-user information or apps on 

them, so apps written for the cloud invariably need to 

be secure on their own terms. A number of the 

responsibility for this will fall to cloud vendors, 

however the lion’s share of it's still within the lap of 

the appliance designer. 

2. Satisfaction 

A cloud computing-based answer shouldn’t become 

simply another passive utility like the phone system, 

wherever the house owners merely puts a cubicle 

thereon and charges a lot of and a lot of whereas 

providing less and fewer. In short, don’t provide 

competitors an opportunity associated do} a running 

play around you as a result of you’ve fast yourself into 

what appears like the simplest thanks to use the cloud, 

and given yourself no smart exit strategy. Cloud 

computing is consistently evolving. Obtaining your 

answer in situ merely suggests that your method of 

watching and up will currently begin. 

3. Shopper inability 

We’re in all probability past the times once folks 

thought clouds were simply huge server clusters, 

however that doesn’t mean we’re freed from cognitive 

content regarding the cloud moving forward. There are 

only too several misunderstandings regarding however 

public and personal clouds (or standard datacenters 

and cloud infrastructures) do and don’t work along, 

misunderstandings regarding however straightforward 

it's to maneuver from one reasonably infrastructure to 

a different, however virtualization and cloud 

computing do and don’t overlap, and so on. an honest 

thanks to combat this can be to gift customers with 

real-world samples of what’s doable and why, in order 

that they will base their understanding on actual work 

that’s been done and not simply theoretic wherever 

they’re left to fill within the blanks themselves. 

4. Preventing bottom-up adoption 

Cloud infrastructures, sort of a heap of alternative IT 

innovations, don’t invariably happen as top-down 

decrees. They’ll happen from the bottom up, in a back 

space somewhere, or on AN employee’s own time 

from his own computer. Examples of this abound: 

contemplate a brand new House of York Times 

staffer’s expertise with desktop cloud computing. 

Build a “sandbox” area among your organization for 

exactly this type of experimentation, albeit with 

correct standards of conduct (e.g., not mistreatment 

live information which may be Proprietary as a 

security measure). You ne'er savvy it’ll pay off. 

5. Ad-hoc standards because the solely real 

standards 

The biggest example of this: Amazon EC2. As 

convenient because it is to develop for the cloud 

mistreatment EC2 joined of the foremost common 

kinds of deployments, it’s conjointly one thing to take 

care of. Ad-hoc standards are a two-edged brand. On 

the other aspect, they bootstrap adoption: look 

however quickly an entire culture of cloud computing 

has sprung up around EC2. On the minus aspect, it 

suggests that that abundant less area for innovators to 

form one thing open, to let things become independent 

from the ad-hoc standards and might be adopted on 

their own. (Will the Kindle still be around in 10 

years?) Invariably be aware of however the standards 

you’re mistreatment currently may be distended or 

abandoned. 

6. Over utilization of capability 
Few things are a lot of annoying to customers than 

promising one thing you can’t deliver. The dangerous 

news is that in several industries, that’s however things 

work: overbooking on airlines, for example. Testing 

should be customary apply. Robust, creative, think-

out-of-the-box testing doubly therefore. Contemplate 

the means my area used 800 EC2 instances to check 

itself and see if they may meet anticipated demand for 

a brand new streaming music service. Their example 

concerned mistreatment the cloud to check their native 

infrastructure, however there’s no reason one couldn’t 

use one cloud to generate take a look at demand for 
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one more, and confirm what your real wants ar. And 

not just the once, however once more and once more. 

7. Under-utilization of capability 
This sort of thing’s easier to alter if you’re the one 

shopping for the service, however what if you’re the 

one merchandising it? That’s one more reason why 

metrics and strong load testing are your best friends 

once making cloud services. Conjointly contemplate 

the chance you’re not merchandising enough types of 

services: is there space in your business set up for a lot 

of granular, better-tiered service which may attract a 

wider array of customers? 

8. Network limitations 

One word: IPv6. If you’re deploying systems, 

mistreatment infrastructure or writing applications that 

aren’t IPv6- aware currently, you’re building a time 

bomb beneath your chair. Think forward on each level, 

and encourage everybody building on high of your 

infrastructures to try and do constant issue. 

9. Latency 

Latency has invariably been a difficulty on the 

Internet; simply raise your native World of War craft 

marauding gild. It’s even as abundant of a difficulty 

within the cloud. Performance among the cloud 

doesn’t mean abundant if it takes forever for the results 

of that performance to point out informed the shopper. 

The latency that a cloud will introduce doesn’t need to 

be deadly, and might be overwhelmed back with each 

and showing intelligence planned infrastructure and 

smartly-written applications that perceive wherever 

and the way they’re running. Also, cloud-based apps 

and therefore the capability of cloud computing itself 

are solely attending to be ramped up, not down, within 

the future. Which means AN race against will increase 

in latency is within the offing furthermore. Even as the 

desktop PC’s biggest bottlenecks are a lot of usually 

storage and memory, not CPU, verity supply of cloud 

latency should be targeted and improved. 

10. Subsequent huge issue 

The cloud isn’t a terminus in school evolution; any 

longer than the computer or the goods server was final 

destinations. Something’s attending to come back 

once the cloud, and will well eclipse it or render it 

redundant. The purpose isn’t to take a position 

regarding what would possibly come back next, 

however rather to stay open-eyed to vary within the 

abstract. Because the sages say, the sole certainty is 

uncertainty, and therefore the solely constant issue is 

that the next huge issue. 

 

VII. CONCLUSION AND FUTURE PROSPECT 

In this paper we wish to generalize the formulation of 

knowledge mining techniques with cloud computing 

setting. In data processing we wish to search out 

helpful patterns with completely different 

methodology. The most issue with data processing 

techniques is that the area needed for the item set and 

there operations are terribly vast. If we tend to mix 

data processing techniques with cloud computing 

setting, then we will rent the area from the cloud 

suppliers on demand. This answer will solve the matter 

of giant area and that we will apply data processing 

techniques while not taking any thought of area. This 

paper essentially survey and analyze the utility for 

resolution the on top of state of affairs. In future we 

tend to focus on the important time state of affairs with 

their implementation. 
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